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Scattering from a fault interface in the Coso geothermal ¢eld1
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5 Abstract
6
7 Large amplitude, secondary arrivals are modeled as scattering anomalies near the Coso, California, geothermal
8 field. Polarization and ray tracing methods determine the orientation and location of the scattering body. Two models
9 are proposed for the scatterer: (1) a point scatterer located anywhere in a one-dimensional (1-D), layered velocity

10 model, (2) a dipping interface between two homogeneous half spaces. Each model is derived by non-linear, grid search
11 inversion for the optimal solution which best predicts observed travel times. In each case the models predict a nearly
12 vertical scatterer southwest of stations S4 and Y4, each southeast of Sugarloaf Mountain, a large rhyolite dome. The
13 interface model includes five unknown parameters describing the location and orientation of the interface in addition
14 to the S-wave velocity of the half space. The S-wave velocity, 3.25 km/s, agrees with independently derived 1-D
15 models in this area. The large amplitude, vertical impedance contrast interface coincides with steep gradients of heat
16 flow measured near the surface and with structural boundaries observed in surface geology. The reflector is most
17 probably the sharp boundary between the northern part of the field where there is significant fluid flow and the
18 southern part where hydrothermal fluids are absent. The interface coincides with geological boundaries and faults
19 recently observed in this region, most likely representing the hydrothermal barrier which channels hot fluids
20 northward.
21 7 2003 Published by Elsevier B.V.
22
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26 1. Introduction

27 The Coso, CA, geothermal area (Fig. 1) is one
28 of a series of geothermal resources along the east-
29 ern front of the Sierra-Nevada Range (Du⁄eld
30 and Bacon, 1981; Du⁄eld et al., 1980). The geo-
31 logical setting is tectonically complicated, as this
32 region is in the transition zone between the right-

33slip San Andreas Fault and the extensional Basin
34and Range Province (Roquemore, 1980). Numer-
35ous rhyolite domes punctuate the landscape and
36dominate the topography of the Coso ¢eld (Fig.
371). Surface geology consists of Mesozoic basement
38rocks, late Cenozoic volcanic and Quaternary al-
39luvial deposits (Du⁄eld et al., 1980). The Quater-
40nary rhyolitic domes were emplaced on Mesozoic
41bed rock in the last 1.02 million years and some
42very young volcanic rocks (0.044^0.055 Myr) are
43associated with the highest observed heat £ows
44and temperature gradients in the area (Combs,
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45 1980). The regional stress ¢eld is northeast^south-
46 west compression and southwest^northeast exten-
47 sion, which is re£ected in the regional seismicity
48 (Roquemore, 1980).
49 Extensive geological and geophysical investiga-
50 tions at Coso have been directed towards an ac-
51 curate evaluation of the geothermal potential
52 (Roquemore, 1980; Walter and Weaver, 1980).

53The geographic extent of the geothermal reservoir
54and the heat transport conduits from deep mag-
55matic structures represent important parameters
56for the economic evaluation of the ¢eld. A review
57of extensive seismic tomography imaging (veloc-
58ity, attenuation, and anisotropy) of the Coso geo-
59thermal ¢eld can be found in Lees (2002). The
60earlier studies were concerned primarily with

11 Fig. 1. Areal view of Coso geothermal ¢eld with locations of 56 events where phases T1 and T2 were observed at station S4.
2 Symbols at events are used to distinguish geographic clusters. Borehole seismic stations are represented by ¢lled triangles.
3 Shaded, circular regions are rhyolite domes provided for geographic orientation. Lines are roads in the geothermal ¢eld. The
4 road northeast of station S1 is where P-wave and S-wave seismic lines were shot in 1989. Three focal mechanisms are presented
5 as examples and correspond to seismograms presented in Fig. 3. Geographic registration points include: CHS, Coso Hot Springs;
6 NP, Nicol Prospect; DK, Devil’s Kitchen; SLM, Sugarloaf Mountain.
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61 transmission properties of seismic waves. In this
62 paper we concentrate on re£ected waves.
63 Since 1990 a high resolution, down-hole array
64 has been recording micro-seismicity in the geo-
65 thermal region. The down-hole array is ideal for
66 recording events of very small magnitude with a
67 high signal^noise ratio since near surface gener-
68 ated signals are diminished relative to incident
69 body waves generated at the source and scattered
70 along the ray path. This provides a valuable tool
71 for investigating, at high spatial resolution, struc-
72 tures associated with the geothermal ¢eld, namely
73 delineation of the fault system and structural fea-
74 tures associated with hydrothermal £ow. Injection
75 within the perimeter of geothermal wells induces
76 multiplet seismicity which illuminates individual
77 cracks along which £uids migrate and transport
78 heat to the surface (Lees, 1998). The intense low
79 magnitude seismicity has been reviewed by Feng
80 and Lees (1998) where stress distribution in the
81 ¢eld was partitioned into blocks di¡ering by vary-
82 ing levels of horizontal stress with the smallest
83 vertical principle component of stress occurring
84 in the southwest between stations S4 and S1. In-
85 version for velocity and attenuation suggests that
86 a low attenuation, low velocity body extends from
87 4^5 km depth southwest of the ¢eld towards the
88 surface where it shoals near Coso Hot Springs
89 and Devil’s Kitchen (Fig. 1) to the north (Wu
90 and Lees, 1996; Wu and Lees, 1999). Fluid
91 £ow, as estimated by geochemical isotope analy-
92 sis, indicates rapid hydrothermal transport from
93 deep within the section south of the ¢eld towards
94 the north (Leslie, 1991). On the other hand, heat
95 £ow is highest near station S1 by Sugarloaf
96 Mountain (Fig. 1), and exhibits a steep gradient
97 south and southwest of station S4 (Combs, 1980).
98 These factors suggest signi¢cant structural varia-
99 tions in the ¢eld associated with intense £uid and

100 heat transport from deep levels in the south ex-
101 tending to shallow and surface expressions to the
102 north and northeast (Lees, 2002). In this paper
103 scattering o¡ faults or £uid accumulations that
104 have large impedance contrasts relative to local
105 country rock are shown to produce secondary ar-
106 rivals in P- and S-wave codes.
107 In 1989 two vertical motion and one shear mo-
108 tion vibroseismic re£ection lines were shot

109through the geothermal ¢eld (Malin and Erskine,
1101990). The P-wave lines showed clear, nearly hor-
111izontal re£ectors at 2.3^2.5 s (two-way travel
112time) and the S-wave lines had re£ections, away
113from the ¢eld, at 4.1^4.3 s (Caruso and Malin,
1141993). These re£ectors are mapped to depths of
1155^6 km, which correspond to the bottom of the
116seismically active zone in the geothermal ¢eld.
117(Deeper, less coherent re£ections were also ob-
118served on the P-wave lines.) Some researchers
119argue that reduction of seismicity at this depth
120is a result of transition to the more ductile, high
121temperature regime near the primary heat source
122and magma supply (Lees, 2002). By contrast, sec-
123ondary re£ections presented in this paper typically
124occur 0.5242^1.1924 s after earthquake origin for
125the P-waves and 1.0807^2.1193 s for S-waves,
126considerably sooner than expected for re£ections
127o¡ deeper interfaces. In the discussion that fol-
128lows, it is shown that re£ections observed at the
129southerly micro-earthquake stations (particularly
130station S4), emanate from steeply dipping interfa-
131ces south of the producing geothermal ¢eld.

1322. Data selection and reduction

133The data used in this paper come from several
134clusters recorded on a high frequency down-hole
135network installed by the Navy Geothermal O⁄ce
136and CalEnergy Co. (Fig. 1). The down-hole seis-
137mometers are typically buried at 70^90 m depend-
138ing on temperature and drilling conditions. The
139acquisition sample rate is 480 samples/s and the
140signal-to-ratio is generally high due to noise re-
141duction by being removed from the surface. In the
1421993^1995 period, over 2500 high quality events
143were recorded on more than eight stations of the
144down-hole array. (High quality events are located
145with small estimated error, low root-mean-square
146(RMS) mis¢t, and small station gap.) Typical
147events range in magnitude from 31 to 3, with a
148majority of events used in this study in the 0^1
149range. Events were located with a one-dimension-
150al (1-D) model (Table 1) with horizontal errors of
15170 m and depth errors of 100 m. Those that
152formed clusters were relocated with high precision
153using cross correlation methods (Lees, 1998).
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154 These form the underlying database from which
155 events chosen for this study are drawn. Events fall
156 into several spatial clusters associated with £uid
157 £ow and stress distribution in the geothermal ¢eld
158 (Feng and Lees, 1998). Some of the seismicity,
159 particularly that found near focal mechanism 2
160 in Fig. 1, is closely correlated to injection in the
161 geothermal ¢eld. Among the 2500 events in the
162 high quality database, numerous events exhibited
163 unusually high amplitude arrivals (T1) in the P-
164 wave code (prior to the S-wave arrival) in addi-
165 tion to an arrival (T2) approximately 0.4^0.5 s
166 after the S-wave arrival. (Designation of the phase
167 arrival names T1 and T2 is arbitrary.) While sev-
168 eral hundred events were examined, not all the
169 events exhibited these unusually large secondary
170 arrivals, nor were these seen on all the stations. In
171 this paper, signals recorded at station S4 are
172 mainly used, where secondary arrivals were most
173 clearly observed, although stations Y2/N1 showed
174 similar secondary arrivals. Among the hundreds
175 of events inspected, 145 events had recordings of
176 either T1 or T2. At station S4, 92 events had T1

177 arrivals in the P-wave code and 35 events showed
178 clear T2 arrivals. The travel time di¡erentials of
179 these data are used to model the geometry of the
180 scattering interface.

181A sample three-component seismogram re-
182corded at station S4 is presented in Fig. 2a^c.
183The time series were selected from a 2 s window
184starting 0.1 s from the onset of the P-wave. (P-
185wave and S-wave arrivals are represented by ver-
186tical, dashed lines, T1 and T2 arrivals are indi-
187cated by arrows.) There is a clear P-wave arrival
188recorded on the vertical component with S arriv-
189als prominent on the horizontal components. A
190prominent signal indicated by T1 arrives 0.2 s
191after the direct P-wave and a secondary signal,
192T2, is recorded about 0.4 s after the direct S-
193wave. Note the large relative amplitudes of the
194secondary T1 and T2 signals compared to direct
195P and S, respectively. To estimate local particle
196motion, a moving, 50 sample (0.1 s) window was
197used to determine direction and linearity of mo-
198tion for each arrival (Fig. 2d^f). Within each win-
199dow principal directions were estimated by eigen-
200value decomposition of the vector ¢eld particle
201motion. Averages of the incident angle and azi-
202muth were then determined following each of the
203four arrivals studied here. Ratios of eigenvalues
204were used to quantify the level of linear motion
205for each arrival. In nearly all the samples the ar-
206rival of phase T2 was highly linear, as compared
207to the more erratic arrivals of the corresponding
208S-wave. No correlation was found between any of
209the particle motion azimuths determined in this
210way, nor was there any appreciable correlation
211with back azimuth to the corresponding event.
212Rotated seismograms are provided in Fig. 3 for
213three example events. Particle motion plots (hodo-
214grams) are provided for each case and focal mech-
215anisms for these events are displayed in Fig. 1.
216The bottom panel is the same event as that pro-
217vided in Fig. 2, showing radial and transverse
218components and particle motion. As mentioned
219above, no consistent pattern was observed relat-
220ing particle motion of T1 to P or T2 to S. To

1
2 Fig. 2. Sample three-component seismogram recorded at station S4. Phase arrivals for P and S are marked by vertical lines. T1

3 and T2 are labeled on the vertical and north components, respectively. Note the amplitude of T1 is larger than the direct arrival,
4 P. (a) Vertical component. (b) North component. (c) East component. Lower panels represent summaries of particle motion
5 along the trace. (d) Estimated angle of incidence at the station. (e) Estimate of the quality of linearity of particle motion. (f) Esti-
6 mated azimuth measured from north. After arrival of phase T2 the azimuth is stable at about 35‡. The focal mechanism for this
7 event is number 3 in Fig. 1.

Table 1
Coso regional velocity model

Z (km) P (km/s) S (km/s)1

0 4.5 2.432
0.5 4.51 2.593
1 4.92 2.974
2 5.46 3.155
3 5.54 3.276
4 5.58 3.427
12 6.05 3.498
20 7.2 4.159
30 8 4.6210
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221 assess the in£uence of radiation pattern on the
222 relative amplitudes of these arrivals, observed am-
223 plitude ratios were plotted against predicted am-
224 plitude ratios from focal mechanisms. Predicted
225 ratios for either P-, SH- or SV-waves showed vir-
226 tually no sensitivity to observed amplitude ratio
227 of T2 to S, or T1 to P.

228 3. Scattering location

229 Two independent approaches are proposed for
230 determining parameters describing a potential re-
231 £ector model based on a grid search through
232 model space. The approach taken here is similar
233 to analyses used in other volcanic regions (Am-
234 mon et al., 1989; Matsumoto and Hasegawa,
235 1996; Stroujkova and Malin, 2000). In each case
236 a small set of parameters is derived, parameteriz-
237 ing a re£ecting boundary through grid search of
238 models that predict the travel times. The grid
239 search evaluates the ability of each model to pre-
240 dict the RMS travel time from source to station
241 after scattering at the re£ecting body. The pre-
242 ferred model is that which minimizes the RMS
243 travel time for all the data exhibiting secondary
244 (T1 and T2) arrivals.
245 Consider ¢rst a model consisting of a layered
246 half space following the 1-D model used for event
247 locations. A single point scatterer is assumed to
248 exist somewhere in the vicinity of the station and
249 P- and S-waves propagating through the media
250 interact once with the scatterer (Fig. 4a). This
251 simpli¢ed model assumes that all signals di¡ract
252 at the same location in the earth. A grid search is
253 used to locate the position of that scattering point
254 which best predicts the observed travel times of
255 the data (T1 or T2). This technique is similar to,
256 although simpler than, that employed by Strouj-
257 kova and Malin (2000) where waveforms were

258migrated by summing over data windows. Rays
259are traced in the 1-D model from source to scat-
260terer and then from scatterer to receivers at the
261surface. Since it is not known a priori whether the
262scattering includes S-S, S-P, P-S, or P-P the point
263models for all these combinations were calculated.
264The S-S model for T2 seems most appropriate,
265though, since the scattered waveforms so often
266appear to mimic the S-wave arrival waveform.
267The results, showing a cloud of RMS (RMS of
268observed minus calculated travel times) values is
269provided in Fig. 5. Dark squares in the ¢gure are
270determined independently and represent locations
271in space which predict low RMS mis¢t of travel
272time data. A point at the surface located south-
273west of S4 was the absolute minimum for this
274model although it appears that numerous other
275locations were nearly as good, as observed by
276the smeared region of nearly equal values in
277Fig. 5. Potential scatterers form a concave hull
278around station S4 facing to the northeast. The
279shape of this image resembles the scattering enve-
280lope (Sato and Fehler, 1998) of an S-S re£ection,
281although since numerous events are used it can be
282considered an intersection of all the scattering en-
283velopes for station S4.
284The presence of a rhyolite dome at the surface
285o¡ers one interpretation: the large velocity con-
286trast near the surface between sediments and the
287rhyolite volcanics could provide a locus for the
288signi¢cant scattering observed. Other rhyolite
289domes in this region, like the much larger Sugar-
290loaf Mountain (Fig. 1), do not, apparently, pro-
291duce observable scattering of this magnitude. The
292frequencies of the signals discussed in this paper
293are approximately 25^35 Hz for T1 and 15^20 Hz
294for T2. Assuming a typical S-wave velocity of 3
295km/s, we expect these signals to be sensitive to
296bodies that are on the order of 150 m or larger.
297It is thus unlikely that the simple, single scattering

1
2 Fig. 3. Three examples of arrivals at station S4. Focal mechanisms 1^3 in Fig. 1 correspond to the top, center and bottom of
3 this ¢gure. The seismograms have been rotated into vertical, radial, transverse motion according to the back azimuth to the
4 source. Hodograms (particle motion displays) are on the right and correspond to motion in the time windows indicated on each
5 seismogram on the left. Radial transverse motion for each arrival is presented on the left and vertical^horizontal is presented on
6 the right (horizontal motion is the RMS amplitude of the radial transverse motion). The bottom panel (event 3 in Fig. 1) corre-
7 sponds to the unrotated signals presented in Fig. 2.
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298 model is the actual source of these signals. Fur-
299 thermore, the possibility of these observed phases
300 being scattered at the surface is ruled out: even
301 though the seismometer is buried at 70 m depth,
302 the T2^S time di¡erence is too long (0.4 s), requir-
303 ing an unreasonably low S-wave velocity. A sur-
304 face re£ection would also not explain why these
305 phases are not present at other sites in the net-
306 work.
307 An alternative model is a fault plane, dipping at
308 some unknown angle, in an unknown location, as
309 was done by Matsumoto and Hasegawa (1996).
310 In this case, to simplify calculations, the model
311 consists of two quarter spaces that have a large,
312 unknown impedance contrast (Fig. 4b). At this
313 stage the size of the impedance contrast is not
314 the focus, but rather its location and spatial ori-

315entation are derived. For completeness the S-wave
316velocity in the medium is left as an unknown and
317will be an additional parameter in the inverse
318modeling. The inverse problem has ¢ve un-
319knowns: four associated with the dipping inter-
320face, represented by the equation of a plane in
321space (A, B, C, D) :

322Axþ Byþ czþD ¼ 0

323and one parameter VS for the S-wave velocity in
324the medium in which the ray is traveling. Again a
325grid search is used to ¢nd the optimal set of ¢ve
326parameters which best predicts the observed travel
327times for T2. The solution was A= 0.9, B= 0.65,
328C=30.05, D= 1.5, V= 3.25 km/s and is shown in
329Fig. 6, in plan view and cross section respectively.

11 Fig. 4. Synthetic models for estimating travel times. (a) Schematic model showing how the single scattering model is calculated.
2 Travel times from a point source are calculated to a scattering point and then to the station. The RMS residual travel time for
3 each grid point in the model is calculated and used to determine the best ¢t scattering location. P- and S-wave velocities are pro-
4 vided in Table 1. (b) Schematic model showing how the interface model is represented. A planar fault model is used to determine
5 the best ¢tting plane that predicts the travel time data. A simple quarter space velocity model is used to predict incident angles
6 and travel times.
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330 The plane appears to be slightly dipping, facing
331 northeast with azimuthal strike trending north-
332 west^southeast. The S-wave velocity estimate of
333 3.25 km/s is a reasonable average for the ¢eld
334 where 1-D velocities range from 2.43 km/s at the
335 surface to 3.42 km/s at 4 km depth. Note that the
336 fault plane is close to, but not coincident with, the
337 possible single scattering points. This may be due
338 to the crude, quarter space velocity model used in
339 the plane calculation as opposed to the ¢ner 1-D
340 layered models used in event location. Also, the

341RMS of the single scattering model was about
342half that of the plane model, perhaps due to the
343same approximation. The most likely scenario for
344this scattering surface is probably some combina-
345tion of these two models: a small, localized, pla-
346nar surface, perhaps not even perfectly £at lo-
347cated about 1 km southwest of S4. One
348interpretation is that a high impedance £uid/
349rock contact exists between 1 and 2 km depth in
350this region, which coincides with a permeability
351barrier in the southern extent of the producing

11 Fig. 5. Horizontal slice at 0.8 km depth through the image of mean square scores provided by the single scatter point model
2 (Fig. 4a). Dark boxes represent low mis¢t values and likely locations for the scatterer. The smeared out region of relatively low
3 values means that many solutions equally ¢t the data. Inset is a vertical cross section through the model for the box labeled 1 in
4 the map view. The arrow points to the location with the lowest RMS predicted residual.
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352 ¢eld (Frank Monastero, personal communica-
353 tion). Fluids injected north of the ¢eld do not
354 penetrate this boundary to the south, producing
355 a concentration of £uids. The large impedance
356 contrast associated with £uid accumulations pro-
357 vides an explanation for the large re£ections of
358 positive polarity observed at stations S4 and N1.
359 Other than station S4, only stations N1 and Y2,
360 southeast of S4, showed similar high amplitude
361 scattering in the S-wave code of any signi¢cance.
362 While observations at these stations are not as
363 extensive as those at S4, the T2 arrivals are un-
364 ambiguous. Plane interface modeling of these also
365 suggests the presence of a scattering surface

366southwest of N1, although the planes derived
367from the Y2 versus the N1 data dip in di¡erent
368directions (Fig. 7a). These inconsistencies are at-
369tributed to the small sample of noisier data re-
370corded at these stations relative to station S4. If
371the varying dip is disregarded, we may assume
372these are the same scattering surfaces extending
373southeast from S4 to N1. This orientation is con-
374sistent with surface expressions of mapped faults
375that generally exhibit NNE^SSW strike (Du⁄eld
376et al., 1980; Roquemore, 1980), and speci¢cally
377coincides with the mapped Wilson Canyon Fault
378(Whitmarsh, 1997). If major hydrothermal £ow
379extends from the south to the north in the

11 Fig. 6. Plan view of a fault interface model predicted by grid search inversion (Fig. 4b). The interface is projected to the surface
2 with a solid bold line at z= 0 (left boundary) and a dashed bold line at z= 5 (right boundary). The plane is dipping to the north-
3 east. Lines connecting epicenters to the plane and station represent re£ected ray paths projected on the horizontal. Inset is a ver-
4 tical cross section of the model and bounce points taken along the dashed box labeled 1 in the map view.
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380 CGF, as suggested by geochemical analysis (Le-
381 slie, 1991), then this analysis may have identi¢ed a
382 major, unmapped, buried fault which acts as a
383 primary transport conduit. It is interesting to
384 compare the imaged planes with contours of
385 heat £ow in the region (Combs, 1980). Fig. 7b
386 shows the planes superimposed on heat £ow con-
387 tours between 15 and 65 m depth. Notice that the
388 £ow contours parallel the S4 plane quite well.
389 Actually the S4 fault plane follows the £ow pat-
390 tern more closely than mapped faults in this re-
391 gion (Whitmarsh, 1997), suggesting that subsur-
392 face expression of the fault may be oriented in a
393 more northerly direction southwest of S4, than
394 the mapped surface faults indicate. The con£icting
395 planes associated with N1 and Y2 are more gently
396 dipping and do not have such a simple explana-
397 tion. It should be noted that bounce points for the
398 N1^Y2 planes (Fig. 7b) are below the region
399 where heat £ow contours turn and £atten out. It
400 may be that the boundary in this area is indeed
401 less steeply dipping, although the surface projec-
402 tions of the planes, as derived, do not exhibit a
403 strong correlation with contours as was seen for
404 S4 re£ections.

405 4. Discussion

406 If the re£ection model discussed above is cor-
407 rect, we can use the travel time data to estimate
408 elastic properties of the quarter space between the
409 re£ecting surface and the station. Consider the
410 ratio of seismic P- and S-wave velocities in the
411 quarter space:

412 R ¼ VP=VS ¼ DPvtP
DSvtS

413 where VP, VS are the respective P- and S-wave
414 velocities, DP, DS are the distances to travel for

415each phase and vtP =T13TP, vtS =T23TS are the
416di¡erences between travel times of the corre-
417sponding converted phases and the direct arrivals.
418Assuming the ray paths are nearly coincident over
419the small distance considered here, we have
420DP =DS, and R=vtS/vtP, which is presented in
421Fig. 8. The R ratios vary primarily between 1.93
422and 2.45, fairly high compared to most crustal
423rocks, and considerably higher than previous R
424estimates at Devil’s Kitchen of 1.57 (Combs and
425Rotstein, 1976; Walck, 1988; Wu and Lees,
4261999). Devil’s Kitchen is a shallow geothermal
427feature where fumaroles and hot gases bubble at
428the surface. The higher R southwest of station S4
429is considerably deeper, perhaps 1^2 km depth.
430Converting the VP/VS to Poisson’s ratio (Fig. 8)
431by:

432c ¼ R232
2 � ðR231Þ

Fig. 7. (a) Plan view of interface planes derived for data recorded at stations Y2 and N1. Ray paths and bounce points are illus-
trated. Note the planes dip in di¡erent directions, but the bounce points are clustered near each other. The solid bold line on
each interface shows the intersection of the plane with surface (z= 0) and the dashed bold line shows the intersection of the inter-
face with z= 5 km depth. The lateral extent of the interface is arbitrary and is shown as a schematic. (b) Plan view of interface
planes with heat £ow contours measured between 15 and 65 m depth (Combs, 1980). Squares and diamonds represent bounce
points for the two derived planes.

11Fig. 8. Plots of VP/VS ratio as represented by the time di¡er-
2ential between the converted P- and S-waves and the corre-
3sponding P and S arrivals. Dashed line represents the com-
4monly assumed Poisson’s solid for rocks where
5VP=VS ¼

ffiffiffi

3
p

, or Poisson’s ratio, c= 0.25. The right side
6scale is in units of c.
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433 we have c ranging from 0.32 to 0.40, also elevated
434 compared to the commonly assumed c= 0.25 for
435 a Poisson’s solid. Since c= 0.5 for a £uid, the
436 elevated c values in the region southwest of sta-
437 tion S4 suggest the presence of high levels of £uid
438 saturation.
439 To assess the relative energy at phase arrivals
440 along seismic records, three-component ampli-

441tudes were calculated by considering the maxi-
442mum of the RMS sum of the three components
443in a small window encompassing each arrival. Fo-
444cal mechanisms for most events in this study are
445not well constrained, so correction for radiation
446di¡erences between direct and re£ected arrivals is
447di⁄cult. No signi¢cant correlation between pre-
448dicted radiation amplitude ratios for waves

11 Fig. 9. (a) Box plots of absolute amplitudes of T2 versus direct S (left) and T1 versus direct P (right). Absolute amplitudes are
2 estimated by taking the RMS of particle velocity over a short time window encompassing the arrivals. Box plots show the me-
3 dian value (center line in box), the quartiles (box) and octiles (horizontal bars) of the distribution of values. Outliers lie beyond
4 the octiles. The median value of T1/P amplitudes is greater than the T2/S amplitude ratios and the data scatter is larger. (b) T2/S
5 ratio versus incident re£ection angle for an incident SV-wave. Note the apparent increase in amplitude ratio with increase in inci-
6 dent angle. Also plotted for reference are theoretical results from Zoeppritz equations. The theoretical model consisted of two
7 layers: the layer with the incident wave consisted of: VP = 3 km/s, VS = 1.732 km/s and density b= 2.69 kg/m3. The layer outside
8 the geothermal ¢eld had: VP = 6 km/s, VS = 3.46 km/s and b= 2.91 kg/m3.

VOLGEO 2704 18-9-03

J.M. Lees / Journal of Volcanology and Geothermal Research 2704 (2003) 1^15 13



ARTICLE IN PRESS

UNCORRECTED P
ROOF

449 emerging towards S4 versus the re£ection points
450 and corresponding observed amplitude ratios of
451 either T2 versus S or T1 versus P arrivals was
452 found in this data set. This is certainly partly
453 due to the fact that many of the earthquakes
454 have very similar azimuths and take o¡ angles
455 to station S4 and to the re£ecting points. The
456 correlation is certainly decreased by the poorly
457 constrained focal mechanism, which makes prop-
458 er radiation corrections di⁄cult.
459 Estimates of relative amplitudes of T1 and T2

460 arrivals compared to P- and S-wave amplitudes
461 (see example in Fig. 2) indicate a large impedance
462 contrast (Fig. 9a). Given the large attenuation
463 observed in this part of the ¢eld (Wu and Lees,
464 1996), the extra distance the secondary arrival
465 must travel would normally produce a consider-
466 ably smaller amplitude than those observed at
467 station S4 for the T1 and T2 signals. In some
468 cases, amplitudes of secondary arrivals (T1, T2)
469 are greater than the direct arrivals by a factor of
470 2, suggesting that focusing from a curved surface
471 plays an important role in modeling these signals.
472 This implies that the simple scattering models de-
473 scribed above are not adequate. The shape of the
474 single scattering ¢eld is concave facing station S4,
475 an artifact of the method that relies on only one
476 station for imaging. It may be possible to combine
477 the two scattering models presented above into a
478 more general focusing interface. Kircho¡^Helm-
479 holtz synthetic seismograms (Frazer, 1987), inte-
480 grated over the focusing surface, could then be
481 used to compare model predicted amplitudes
482 with observations. Synthetic simulations of seis-
483 mic arrivals, however, are beyond the scope of
484 this paper and will be pursued in subsequent stud-
485 ies. The observed large amplitude ratios still re-
486 quire signi¢cant variations in elastic rock proper-
487 ties across the boundary. Phase reversals are not
488 especially evident, suggesting that the proposed
489 interface has a positive re£ection coe⁄cient, i.e.
490 waves arrive in lower impedance material and re-
491 £ect o¡ a higher impedance quarter space. There
492 appears to be a positive correlation of incident
493 angle at the re£ection point on the dipping inter-
494 face south of S4 and T2/S amplitude ratio (Fig.
495 9b). This is generally consistent with Zoeppritz
496 relations of energy partition at a re£ecting inter-

497face with incident SV-waves (Fig. 9b). While the
498modeling is crude, the apparent correlation of the
499incident angles to the theoretical prediction based
500on a simple re£ection at the dipping interface is
501compelling. The exact amplitude relationship is
502not duplicated since e¡ects of focusing, and other
503scattered code arrivals, distort amplitudes consid-
504erably. While amplitude ratios are derived directly
505from the digital data, incident angles are deter-
506mined from the models described above, and so
507are predicated on assumptions underlying the cal-
508culations. For example, the assumption of a ho-
509mogeneous (or any other derived) velocity ¢eld
510will introduce a bias in the angle calculations.
511The direct ray in the quarter space model should
512underestimate the angle since a 1-D velocity mod-
513el, that increases with depth, will tend to bend
514rays downward from source to re£ection point,
515increasing the incident angles. In spite of all these
516caveats, the consistency of the simple theoretical
517predictions and observations is remarkable, and
518so provides strong support for the scattering mod-
519el.

5205. Conclusion

521Secondary arrivals in the P- and S-wave code of
522numerous events in the Coso geothermal ¢eld sug-
523gest subsurface scattering may be important.
524Travel time residuals for two very di¡erent mod-
525els suggest that a scattering interface exists south-
526west of station S4, south of Sugarloaf Mountain
527(Fig. 1). The point scattering model for S-S con-
528version predicts a cloud of loci where a single
529scattering point in a 1-D, layered velocity model
530produces the scattering. A planar scatterer, on the
531other hand, predicts an interface trending north-
532west^southeast dipping steeply about 1.0 km
533southwest of station S4. High VP/VS ratios and
534large impedance contrast across the potential re-
535£ector suggest a saturated £uid/rock interface,
536perhaps associated with hydrothermal circulation.
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